






































































































































































































Distributed Systems 

Experimental, versus Model Results 
For the validation of the model, the calculated values 
of gateway CPU utilization and SDLC line utilization 
from measured results were compared to the values 
output from the model. Our goal was a margin of 
less than 10 percent difference between the two 
results, as mentioned above. Three categories were 
validated: bulk transferjbatch job (RJE and DTF), 
interactive data (the TE), and a mix of these applica­
tions. The results from the RJE and DTFvalidation are 
presented here in order to give the reader some feel 
for the relative accuracy of the model and to illus­
trate some performance properties of the DECnet/ 
SNA Gateway itself. 

Remote Job Entry Results A DECnet/ SNA VMS RJE 
session is serviced by the RJE server in the gateway. 
This bulk data server provides the full functional 
transformation of data from IBM format to the DNA 
format. Since the RJE server in the gateway has to 
perform a full level-two through level-seven proto­
col conversion, its operation is CPU intensive. There­
fore, we expected to find that the gateway was a 
bottleneck in most circumstances. As such, the 

Table 1 RJE Validation Results for Print Stream 

Record Percent Gateway CPU Utilization 
Size 

(Bytes) Experiment Simulation Error 

40 76.21 75.66 0.72 
80 67.43 66.05 2.04 

132 71.53 69.96 2.19 

Table2 RJE Validation Results for Punch Stream 

Record Percent Gateway CPU Utilization 
Size 

(Bytes) Experiment Simulation Error 

40 72.74 72.28 0.63 
80 75.06 73.79 1.69 

Table3 RJE Validation Results for Reader Stream 

Record Percent Gateway CPU Utilization 
Size 

(Bytes) Experiment Simulation Error 

80 54.67 53.31 1.28 
132 56.51 55.51 1.77 
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throughput of the gateway remains relatively con­
stant with different numbers of concurrent active 
streams. However, the time for finishing individual 
jobs will be longer when a larger number of concur­
rent streams are active . 

Tables 1 through 3 compare the experimental 
results to the actual results for single RJE sessions 
supporting print, punch, and reader streams. In the 
actual experiments, we used a MicroServer Gateway 
with a line speed of 128K bits per second to connect 
to the IBM system. Record sizes for all three streams 
were varied between 40 and 132 bytes. MicroVAX II 
systems were used as DECnet hosts for the input 
and output transfers. As can be seen, the deviation 
between predicted and actual results was quite low. 
In addition, the results reflect the relatively high 
levels of gateway processor utilization attributable 
to performing the full protocol conversion of the 
RJE logical unit type 1 protocols to the DECnet data 
access protocol. 

DTF Results To validate the bulk data transfer rate 
in the model using the GAS, we used the DECnet/ SNA 
VMS data transfer facility. DTF provides steady-state 

Percent Line Utilization 

Experiment Simulation Error 

32.78 33.76 2.99 
32.96 33.48 1.58 
40.39 40.73 0.84 

Percent Line Utilization 

Experiment Simulation Error 

32.41 33.4 3.37 
39.31 39.89 1.48 

Percent Line Utilization 

Experiment Simulation Error 

35.33 35.73 1.13 
36.90 37.59 1.87 
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Modeling and Analysis of the DECnet/SNA Gateway 

Table4 DTF Multisession Validation Results for DECnet Hosts Transmitting to an IBM System 

RU Percent Gateway CPU Utilization Percent Line Utilization 

Size 
Experiment Simulation Error Experiment Simulation Error 

1024 11.20 10.96 2.14 89.10 88.85 0.28 
2048 12.77 12.42 2.74 97.40 92.76 4.76 
4096 9.81 9.73 0.81 92.53 93.14 0.66 

Tables DTF Multisession Validation Results for an IBM System Transmitting to DECnet Hosts 

RU Percent Gateway CPU Utilization 

Size 
Experiment Simulation Error 

1024 11.24 10.70 4.86 
2048 10.69 10.08 5.70 
4096 8.23 7.78 5.46 

data traffic. For this product, the gateway CPU is 
generally not the bottleneck. Depending on the line 
speed and the availability of VAX CPU support to the 
concurrent sessions, either the SDLC line or the VAX 
host (s) becomes the bottleneck. For the validation, 
enough VAX CPUs were used so that the VAX host(s) 
never became the bottleneck. Thus, the SDLC line is 
the only resource that can be the bottleneck in the 
experiment , if at all. This fact is amply illustrated in 
the four session results for DTF shown in Tables 4 
and 5. In these scenarios, four MicroVAX II DECnet 
hosts make use of inbound and outbound DTF sessions 
to an IBM mainframe over a 128K-bits-per-second 
circuit with different RU sizes. Note that the use of 
large packet sizes results in gateway operation that 
provides high line utilization, yet at the same time 
low overall usage of the gateway CPU. (The DTF 
model, unlike RJE, does not perform full protocol 
conversion within the gateway.) 

Applicability to Mixed Applications The model 
simulates operation of three products: DTF, RJE, and 
TE. In addition, the model handles mixed RU sizes 
and a mix of any or all of these session types con­
currently. Validation of mixed RU sizes and mixed 
applications is currently in progress. 

Summary 
A large number of parameters are involved in evalu­
ating the performance of the DECnet/SNA Gateway, 
and hardware, time, and human resources are lim­
ited. It is therefore impossible to obtain experimen­
tal results for all configurations. However, for any 
specific configuration, the simulation model can 
provide expected performance results. 
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Percent Line Utilization 

Experiment Simulation Error 

92.85 92.85 0.00 
93.37 92.82 0.56 
94.21 94.49 0.30 

The user can easily run the simulation with dif­
ferent parameters and plot graphs to analyze the 
relationship of the different parameters. For exam­
ple, one can plot the steady-state throughput in 
conjunction with RU size to find out how RU size 
affects throughput . Or one can plot TE-session delay 
in the gateway in conjunction with the number of 
concurrent users to analyze the "unacceptable" 
level of delay with increasing numbers of concur­
rent users. The results achieved may be used to plan 
system capacity or to develop system response time 
projections. 

Acknowledgments 
The authors would like to acknowledge the contribu­
tions of the following members of the NPACE Group 
without whose d iligent efforts much of our success 
would not have been possible: Jane Morency, Atul 
Shrivastava, Rajan Subramanian, Carolyn Kay. 

Reference 
1. J. Morency, D. Porter, R. Pitkin, and D. Oran, 

"The DECnet/SNA Gateway Product-A Case Study 
in Cross Vendor Networking," Digital Technical 
Journal (September 1986) : 35-53. 

99 



ISSN 0898-901X 

Printed in USA EY-Cl79E-DP Copyright © June 1989 Digital Equipment Corporation 


	Front cover
	Contents
	Editor's Introduction
	Biographies
	Foreword
	Development of the VAX Distributed Name Service
	Design and Implementation of the VAX Distributed File Service
	Remote System Management in Network Environments
	The Evolution of the MAILbus
	VAX/VMS Services for MS-DOS
	The WAVE Tools Base for Protocol Testing
	Performance Evaluation of Distributed Applications and Services in the DECnet Environment
	Measurement and Analysis Techniques for DECnet Products
	Modeling and Analysis of the DECnet/SNA Gateway
	Back cover



